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1. Introduction 

Suburbanisation is a shift of population from central urban areas into suburbs, resulting in the 
formation of (sub)urban sprawl. As a consequence of the movement of households and 
businesses out of the city centers, low-density, peripheral urban areas grow (Caves, 2004). Most 
of the residents of metropolitan cities work within the central urban area, but choose to live in 
satellite communities called suburbs. These processes occur in more economically developed 
countries. The United States is the generic example: it is believed to be the first country, where 
the majority of the population lives in the suburbs, rather than in the cities or rural areas (Hobbs 
& Stoops, 2002). Urban sprawl, a direct consequence of suburbanisation, is an unrestricted 
growth in many urban areas of housing, commercial development, and roads over large 
expanses of land, with little concern for urban planning (Fouberg & Murphy, 2020). The 
negative impacts of urban sprawl include: increase in vehicle mileage, residential energy 
consumption and land use, degradation of air quality, as well as increased usage of natural 
resources and greenhouse gas emissions (Kahn, 2000); increased infrastructure costs (Downs, 
McCann, & Mukherji, 2005); decline of social capital, residential segregation resulting in class 
and racial divisions (Duany, Plater-Zyberk, & Speck, 2010); growing fiscal deficit (Downs et 
al., 2005); health deterioration as a result of increased vehicle usage (Sturm & Cohen, 2004). 

During Communism, most socialist countries in the Eastern Bloc were characterized by 
under-urbanization, which meant that industrial growth occurred well in advance of urban 
growth and was sustained by rural-urban commuting (Murray & Szelenyi, 2009). City growth, 
residential mobility, land and housing development were under tight political control. 
Consequently, suburbanization in post-communist Europe is not only a recent but also a specific 
phenomenon. Warsaw is a particular example of such circumstances – 80-90% of the buildings 
were destroyed during the 1944 uprising (Tung, 2001) resulting in a renewed, communist city 
planning. Suburbanisation ”in Western sense” has been a recent phenomenon - it is believed to 
have begun in the post-socialist countries in the 90., after the political transformation (Lisowski, 
2004; Nuissl & Rink, 2005; Tim´ar & Varadi, 2001). As of 2019, about 43% of the Warsaw 
metropolis inhabitants were living in the suburbs. 

The causes of metropolitan suburbanisation have been heavily discussed in the literature 
and a few theories have been offered (Mieszkowski & Mills, 1993), mostly based on the 
situation in the Western cities. Some papers offering insight about suburbanisation processes in 
post-socialist cities are: Kok (1999); Lisowski (2004); Murray and Szelenyi (2009); Nuissl and 
Rink (2005). The quantitative measures of suburbanization determinants existing in the 
literature are scarce and include works by Jordan, Ross, and Usowski (1998); Kok (1999); Loibl 
(2004). Jordan et al. (1998) identified several pulling factors of the target suburban areas in 35 
US metropoleis while measuring surburbanisation by the population density gradient 
(Brueckner, 1987). Loibl (2004) identified the attractiveness measures of Vienna suburban 
areas but used the number of migrants as the dependent variable. Kok (1999) used micro-level 
data to investigate the motifs of individuals to move out of the city to the suburbs in Budapest 
and Warsaw. In all of the three mentioned works, simple regression models were used (logit in 
case of Kok (1999)) and only a few possible pulling factors were included. Moreover, 
surprisingly, no application of the gravity model of migration (the most well-known 
quantitative migration model (Poot, Alimi, Cameron, & Mar´e, 2016)) in context of the 
suburban migration has been offered in the literature. 
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These three identified gaps point to further research potential of the topic of suburbanisation 
determinants. They are filled in this article making our approach innovative for several reasons. 
First of all, we use the gravity model of migration framework to predict the number of migrants 
choosing different suburban boroughs of Warsaw. On the other hand, we implement a much 
wider selection of possible pulling factors (30) than so far offered in the literature. When 
including that many regressors, it is reasonable to assume the relationships between the 
dependent variable and some of the regressors might be non-linear. In addition, one can expect 
interactions between various predictors. A wide selection of pulling factors and a possibility of 
non-linear relationships, interactions and collinearity call for the use of methods robust to such 
issues. Hence, we apply various predictive models that take into account potential non-
linearities without any prior assumptions of their shape and are capable of dealing efficiently 
with a large number of potential predictors, also highly correlated. OLS is used as a simple 
benchmark. In addition, to explain the estimated machine learning models and unhide the 
identified shape of relationship, the novel approach of eXplainable Artificial Intelligence (XAI) 
is used. 

Our aim is to identify the pulling factors of Warsaw suburban boroughs which contribute 
to the choice of one borough instead of another to the widest extend and constitute the unequal 
spread of migrants from Warsaw inner city to the suburban ring. 

Since these processes are fairly recent in case of Warsaw, adequate spacial planning can 
be executed in order to hinder the above mentioned negative consequences of urban sprawl. As 
these factors, such as the total area of greenery in a borough or transport network, can be directly 
influenced by the local offices planning in most cases, we believe that this work will be useful 
for both, Warsaw and municipal authorities. On the other hand, the example of Warsaw can 
contribute to understanding the bigger picture of suburbanisation patterns in post communist 
cities. The remaining part of this paper is structured as follows.The second section includes 
a review of suburbanisation theories and existing empirical evidence is offered in order to 
identify the possible pulling factors. In the third section we introduce methodological issues 
concerning different predictive models and XAI tools. The fourth section discusses empirical 
results including variable importance based on each model and the analysis of relationship 
between the dependent variable and the most important regressors. Discussion and conclusions 
complete the study. 

2. Literature Review 

According to Mieszkowski and Mills (1993), two classes of theories of suburbanization have 
been offered. The first one is called ”natural evolution theory” and bases on a simple chain of 
events. When the employment is concentrated in the center of a city, residential development 
takes place from the inside out. To minimize commuting costs to the Central Business District 
(CBD), central areas are developed first and, as they become filled in, development moves to 
open lands in the suburbs. The older, smaller, centrally located units, built when average real 
incomes were lower, filter down to lower income groups. As higher affluent households prefer 
to reside in outlying suburban areas, this natural working of a housing market leads to social 
stratification. 

Transportation costs further reinforced the tendency of the middle class to live in the 
suburbs. Historically, when the cost of moving goods and people within cities was high, and 
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urban areas were dense and spatially small, high income groups located at the center. Today, 
due to the relatively low costs of public and private communication, this tendency has been 
reversed. Moreover, decentralisation of residential activity was followed by employment 
decentralization. Firms followed the population to the suburbs, both to provide services to 
suburban residents and to take advantage of lower suburban wages and land costs. 

A second class of explanations of suburbanization is a generalisation of the Tiebout 
model (Tiebout, 1956) and stresses fiscal and social problems of central cities: high taxes, low 
quality public schools and other government services, racial tensions, crime, congestion and 
low environmental quality. These problems lead high income central city residents to migrate 
to the suburbs, which leads to a further deterioration of the quality of life and the fiscal situation 
of central areas, which induces further out-migration. The social affiliation preferences also play 
a role in that vicious circle: people generally prefer to live in a group of similar income, 
education level or social background. Hence, the suburbs are often homogeneous entities. 
Mieszkowski and Mills (1993) argue that the two above-mentioned theories have a number of 
interactions and thus, it is difficult to distinguish them empirically. Nonetheless, both theories 
identify factors, which can contribute to the outflow of people from the city center (costs of 
commuting to the CBD, average income and institutional amenities in the suburbs) and are, 
hence, relevant to our study. 

Several researchers have investigated the outflow to the suburbs in different metropolies 
quantitatively. Jordan et al. (1998) analysed the outflow in 35 American metropolies in 1980-
1990, taking Brueckner’s population density gradient (Brueckner, 1987) as the dependent 
variable. They aimed at comparing the same process in various cities and found that 
suburbanisation proceeds quicker in areas previously unaffected by it, those of greater 
population growth rate and those where the employment is concentrated in the city center. It 
slows down with the decentralisation of the job market. Moreover, the more local authorities in 
the area (the number of offices), the more intensive suburbanisation occurs. On the other hand, 
more expensive rents in the suburbs contribute to a decrease of influx. Finally, a developed 
public transport system in the inner city and closer suburbs hinders motivation to move out to 
the farther outskirts. 

Loibl (2004) offers yet another quantitative study of suburbanisation patterns. He 
adapted a multi-agent system approach to simulate different urban sprawl trends in Vienna with 
either restricted or unlimited residential area zoning and higher versus lower target residential 
density regulations. The simulation runs for a 30 year span were compared with the real 
observations. The author found out that a remarkable decrease of urban sprawl can be achieved 
by applying the right planning measures, even when the number of migrating households stays 
the same. Loibl (2004) hypothesised that the pulling factors have to be examined in detail ”as 
polycentric growth dynamics seem to be dependent on regional attractiveness patterns within 
the suburban areas neighbouring the core city”. Hence, part of the simulation design was to 
identify these ”attractiveness patterns” and 4 were distinguished: landscape attractiveness 
(measured by the forest area quota in the neighbourhood), local services supply (access and 
number of attorneys), core-city availability (calculated by applying the shortest-path model to 
find the minimum travel time to Vienna), residential lot prices and availability of lots 
information (zoned, but still vacant residential areas). Loibl (2004) tested the influence of these 
factors on the net number of migrants by linear regression in two groups: high and low educated 
migrants (proxy for income groups).  
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He identified core-city accessibility, landscape attractiveness, services supply and the 
population total in the previous period (additional regressor) as significant pulling factors. 
Residential lot prices were not included in the final regression, as, according to the author, they 
are directly dependent on the demand of migrants.  

An empirical study of sububanisation in post-communist countries was made by Kok 
(1999), who examined its determinants in Poland (49 province cities) and Hungary (19 province 
cities) during the political transition time. He investigated individual decision to move out of 
the city of 4977 people (in the case of Poland), adapting Mulder’s (Mulder, 1993) life-course 
approach. This approach assumes that a decision to change one’s place of residence is an 
outcome of striving for satisfying individual preferences, given constrained resources and that 
a ”trajectory of migration” is closely connected to some spheres of life, such as work or 
education. Through a logit model, Kok (1999) found out that the variables having significant 
impact on the probability of moving out are: taking new employment vacancy, obtaining an 
own real estate, being married, being in age groups 18-24 and 35-39 and making that decision 
between 1989-1993. These findings confirm the presumption that suburban communities are 
rather homogeneous and that suburbanisation process started in Poland right after the political 
change. 

Following the distinction of attractiveness measures identified in the existing literature, 
we include several groups of features. We use different measures of distance from the borough 
to Warsaw, such as a straight line in km, distance via roads, travel time with an own car and 
mass transport. We incorporate several measures of urban density such as population density, 
metropolitan density or mean of minimum distance between houses, as well as different 
indicators of available amenities, f.e. the number of infant places in nurseries, number of 
kindergartens, leisure sites and so on. We also use information about residential lot prices and 
supply as measures of the property market. Unemployment rate is included as a measure of 
local job market condition. 

Percentages of votes obtained by the two biggest political parties in the 2019 
parliamentary election (conservative PiS and liberal KO) are used as proxies for progressivity 
and social affiliations. All of the included variables are described in detail in Table 1. 

The reason for taking into consideration as many as 30 features of boroughs, many of 
which are similar to each other (such as different measures of distance) is identifying the ones 
that contribute to predicting the number of migrants most accurately. 

Apart from the papers of Jordan et al. (1998), Loibl (2004) and Kok (1999), we are not 
aware of any study, in which statistical techniques were used to explain the influx of migrants 
to suburban municipalities or in which the gravity model of migration framework was used in 
such context. Even though the gravity model of migration has recently gained popularity (Poot 
et al., 2016), it has been mainly used with respect to international (Beine, Bertoli, & Fernandez-
Huertas Moraga, 2016; Beine, Docquier, & Ozden, 2011; Belot & Ederveen, 2012; Fan, 2005; 
Greenwood, 1993; Grogger & Hanson, 2011; Millock, 2015) or, in regional science, intrastate, 
between-province (Boyle, Flowerdew, & Shen, 1998; Pietrzak, Wilk, & Matusik, 2013; Poot et 
al., 2016) migration. Additionally, only a few possible pulling factors were identified in the 
context of suburban boroughs in the previous studies. Finally, the possible non-linearity of the 
relationships between the number of migrants and the pulling factors has not been yet 
addressed. Our study aims at filling these gaps. Therefore, in the context of explaining 
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suburbanisation, the use of machine learning algorithms and XAI presented here is a completely 
novel approach. 

3. Methods 

The gravity model of migration is one of the oldest and most popular analytical models of 
migration flows. According to that model, spatial flows of people depend positively on the size 
of target areas and negatively on the distance between them. In that sense, it resembles 
Newton’s law of universal gravitation (Newton, 1687) what was first noticed by Ravenstein 
(1885, 1889). The idea of applying selected laws of physics to sociology and other social 
disciplines was introduced by Stewart (1950) as ”social physics”. Poot et al. (2016) deliver 
a thorough description about that model and following their article, the commonly applied form 
is: 

 

where Mij is the migration number of people who previously lived in area j (or i) and move to 
area i (or j). Pi(Pj) is the population of that area at the beginning of the migration and Dij is the 
distance between the two areas. G is the constant measuring the proportion and α, β, γ are 
parameters to be estimated. It is useful to take logarithm of the above equation, in order to 
express it in common, econometric framework: 

 

in which a zero-mean error term εij has been added to the equation and the constant term has 
been replaced by the parameter δ. 

Several extended forms of the gravity model of migration have been proposed (Beine et 
al., 2016; Fan, 2005; Greenwood, 1993; Lowry, 1966; Millock, 2015). The choice of additional 
variables is context-specific. The variables used in our model are described in detail in the next 
chapter. In our setting, there are 30 regressors for 70 observations which results is an increased 
dimensionality. Even though in such a setting the OLS estimator remains unbiased, high 
variance typically makes it perform very poorly (unless the matrix of observations is 
orthogonal) resulting in increased Mean Squared Error. Hence, we intend to try Elastic Net 
penalized regression technique, including Lasso and Ridge Regression as its special cases, 
which can be thought as an extension of OLS with an additional constraint on model parameters 
(Hastie, Tibshirani, & Friedman, 2009). As a result of this, constraint model parameters 
(especially at less important features) are shrunken towards zero, some are even reduced to 
zero. That is why these methods (except for Ridge Regression) are known for capability of 
performing variable selection. However, the above mentioned approach still assumes a linear 
relationship between the number of migrants and the features of the target place. 

While it might be true for the standard independent variables of the gravity model of 
migration (population size and distance), there is no reason to expect it in terms of the additional 
regressors, such as measures of average income, amenities or transport system. If relationships 
between the dependent variable and the regressors fail to be linear, a linear specification is 
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inappropriate and may lead to incorrect inference. As the shape of the relationship is not known 
in advance, we use machine learning tools that can flexibly adjust to data and reveal the true 
relationships. According to the literature, no machine learning algorithms have been yet applied 
to predict the number of people migrating from the city to the suburbs. Therefore, it is not 
known, which group of methods yields the best predictions in this framework. As 
a consequence, we try a variety representing various estimation approaches. Support Vector 
Regression is included as another enhanced variant of OLS, in the sense that, just as OLS, it 
finds a hyperplane that best fits to the data. In addition, with the use of a selected kernel function, 
SVR applies an implicit non-linear mapping of the matrix with explanatory variables into 
a higher dimensional feature space, where it is more probable to find an appropriate hyperplane 
(Vapnik, 1995). 

The other approaches are based on tree models which allow for non-linearities and take 
into account interactions easily. As single trees are not very useful in predicting a continuous 
outcome, we use two distinct approaches that base on multiple models in different ways – 
bootstrap averaging (bagging) and boosting. Random forest (Breiman, 2001) is an example of 
the bagging approach. It consists of estimating multiple independent tree models, each trained 
on a different bootstrap sample of the original dataset. In addition, at each split of each tree, 
only a random subset of all predictors is considered. In turn, Extreme Gradient Boosting (XGB) 
is an example of the boosting approach, which is also usually based on trees models. It builds 
the model in an iterative fashion at each step trying to improve the previous model by giving 
higher weights to observations that were not fitting well to the previous step. In addition to 
capturing non-linear relationships, XGB is also capable of performing regularization, for 
example by shrinkage like in the Elastic Net. An excellent, thorough description of these 
algorithms can be found in Hastie et al. (2009). 

Each of these models has various hyper-parameters, the values of which have to be 
assumed before the optimization starts (e.g. number of trees in the random forest). Their optimal 
values can be found with the use of cross-validation (Hastie et al., 2009). To eliminate 
randomness from the model validation process, we use the leave-one-out cross-validation. 
Since machine learning models can flexibly adjust to the data, no functional transformations of 
predictors are applied. 

The high variety of included regressors can be beneficial in terms of finding the pulling 
factors which contribute to the outflow to boroughs in the widest extent, but it can also result 
in collinearity problems. However, Lasso and Elastic Net are believed to be successful in 
selecting the most important out of correlated variables and leaving the redundant features out 
of the model. In our dataset, many variables are highly correlated in groups, for example we 
have different measures of distance at disposal. The models based on trees (e.g. random forests, 
XGB) are not robust to correlated features, which may disturb their results. The same problem 
might occur for OLS, SVR and Ridge. Hence, a pre-selection of variables out of correlated 
groups for these models is needed. To address this issue we performed Principal Component 
Analysis with varimax rotation and choose one feature with the highest loading out of each 
identified group of highly-correlated variables. We decided to keep 15 rotated components that 
cover 95% of the variance of the original variables. The dropped variables are mentioned in the 
Empirical Analysis part of the paper. Even though Lasso and Elastic Net are capable of 
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perfoming variable selection, even under great collinearity, we decide to use the restricted 
dataset for all algorithms, due to reasons of reliable comparison.1 

We intend to compare the performance of all the algorithms by the common benchmarks 
of Root Mean Squared Error, Mean Absolute Error and R2. We report them both with regard 
to the training sample, as well as the validation sample. Many machine learning models are 
automatically optimizing fit on the training sample almost perfectly but it doesn’t necessarily 
mean that they perform well in general. If a model performs radically better on the training 
sample than on the new data (validation sample), the issue of overfitting is very likely present. 
Selecting the best model based solely on the training sample could therefore lead to incorrect 
inference. Hence, introducing a validation sample is highly needed and relevant. We choose the 
model with the most accurate predictions based on the validation sample and interpret its 
results. While the outcome of linear algorithms is fairly easy to explain, interpretability of non-
linear models poses a challenge. These structures are usually called ”black box models” as the 
shape of the relationship between variables cannot be easily derived from them in the functional 
form that allows for interpretation. Statistical models allow to fit a specific probability model 
of a defined form and usually require a set of assumptions, such as normal distribution of the 
variables. On the other hand, machine learning methods find patterns in rich and ponderous data 
with minimal set of assumptions. 

Explainable Artificial Intelligence (XAI) is a group of methods which allow to 
understand the complex structure of the black-box inner working. Multiple methods on a global 
(whole sample) and local (a single observation) level have been proposed and a review of them 
can be found in Molnar (2019). Here, we focus on a brief description of the two methods we 
use: Permutation Feature Importance (PFI) and Accumulated Local Effects (ALE). In our case, 
we are only interested in interpretability on the global level, not in the performance of the model 
with respect to individual boroughs. 

Permutation based variable importance was first introduced by Breiman (2001) in 
a Random Forest algorithm. Further research was done by Fisher, Rudin, and Dominici (2019), 
who proposed a model agnostic tool for calculating contribution of individual features into 
prediction accuracy. Variable importance is calculated by randomly permuting a variable and 
computing an increase in prediction error with the newly created learning sample. The loss 
function, which quantifies the goodness-of-fit of a model for each variable is plotted for visual 
inspection of variable importance. Permutation Feature Importance allows for ranking the used 
regressors, in terms of their contribution to prediction accuracy and is model agnostic. This 
ranking is applied to the results of each of our models. 

Furthermore, according to Zhao and Hastie (2019), the most commonly used black-box 
visualisation tool is the Partial Dependence Plot (PDP) introduced by Friedman (2001). It 
depicts the marginal effect of an input variable and the model outcome (ceteris paribus) and is 
a graphical representation of predictions. For a given variable, PDP averages model predictions 
keeping Xi feature values constant. However, this method assumes no correlation between 
predictors, as averaging incorporates the dependence between two features. As we show in the 
next chapter, that assumption is unrealistic in our case. Recently Apley and Zhu (2019) 
proposed an extension of PDP, which takes the correlation bias into account, called 

 
1 We don’t report the results of PCA in this work. However, they are available on request. 
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Accumulated Local Effects (ALE). ALE calculates the average predicted outcome with respect 
to the predictor value with slight modifications. For a given predictor, ALE calculates average 
changes in prediction for observations in close neighbourhood to the original one. The graphical 
representation is then analogous to the PDP. In that way, we plot the relationships of the most 
important predictors (as indicated by Permutation Feature Importance) on the outcome variable 
for each of the models using ALE plots. 

All calculations and visualizations presented in this paper were prepared in R software. 

4. Dataset Description 

Our dataset consists of 70 observations corresponding to the boroughs defined as a part of the 
Warsaw Metropolitan Area according to the EU NUTS2 norm. The observations are for one 
year only and we use the latest data available, which means years 2018–2020 depending on the 
variable. We intend to measure differences between boroughs, rather than in time and hence we 
assume that no serious changes in the variables’ levels happened between these years2. The map 
of boroughs can be seen on Figure 1.  

Our dependent variable is the number of migrants who previously lived in Warsaw and 
moved in to one of the suburban boroughs. The source of the information regarding migrants is 
registration of residence data provided by Polish Statistical Office on a borough level. Hence, 
we have the best possible measurement of migration for permanent residence at disposal. We 
want to predict the number of migrants using 30 regressors. Their description and sources can 
be found in Table 1. Population density and distance are the standard explanatory variables of 
the gravity model of migration (population density can be used instead of population total, in 
order to make the population measure robust to the spatial size of the borough). Following the 
literature and accounting for data availability, we have chosen 28 supplementary measures. We 
included relative income as a measure of relative wealthiness in a borough and unemployment 
rate as a measure of the job market condition. The percentage of votes for a ruling conservative 
political party (Prawo i Sprawiedliwo´s´c – PiS) and a liberal opponent in 2019 parliamentary 
election (Koalicja Obywatelska – KO) should depict the conservatism/liberalness of the 
community. The three levels of borough type classification (according to Polish administrative 
law, they can be classified as rural, urban-rural or urban) are an alternative measure of 
urbanisation. Area is an alternative (to population) borough size characteristic. The total forest 
area captures the extend to which forest areas hinder habitable spaces. Total greenery area, 
number of kindergartens, nurseries, shops, tourist sites, leisure sites, sport sites, restaurants and 
places of worship are measures of institutional amenities. The mean of minimum distance 
between two houses and number of dwelling units per km2 capture metropolitan density. The 
mean of a minimum distance from a house to a large road, presence of suburban train station, 
driving distance from borough to the city center (separately in meters and minutes), as well as, 
travel time from the borough to the city center with public transport depict the transport system 
condition. The price of m2 of housing, number of parcels available for sell and their mean price 
measure the real estate market. All data were scraped from open source databases (see Table 1: 
Source). 

 
2 The mean number of migrants in the boroughs has been relatively constant in 2008-2019. The time series for 
the number of migrants in each borough can be shared on request. 
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In spite that the features of spatial entities are expressed as absolute values in the existing 
gravity model of migration literature, we decided to take three characteristics as ratios. Relative 
income was calculated with respect to the average income weighted by the population total in 
boroughs. We hypothesise that relative income can depict ’wealthiness’ in a borough more 
accurately than a crude measure. Moreover, in our preliminary exploratory data analysis by 
OLS, using this measure resulted in higher prediction accuracy than when regular income per 
capita was used. The second variable is the ratio of a forest area to the total area. While the 
presence of a forest in suburbs might be an attractive pulling factor, a good way of measuring 
green spaces available to the common is needed. Total greenery spaces is such a measure in our 
study: it includes parks, green plazas and forest areas available for the public. Both the total 
area of greenery and forests are provided by Polish Statistical Office. However, not all forest 
areas are classified as (sub)urban forests available for the common. The total area of greenery 
will likely capture the nature attractiveness in a borough. By relating the forest area to the total 
area, we intend to measure the extend to which the forests hinder habitable spaces. For example, 
one of the biggest national parks in Poland is located north-east of Warsaw and covers many 
boroughs in our analysis. By Polish law, it is forbidden to settle in close proximity to the 
national park. This is why the ratio should depict this effect better than the crude measure. The 
third variable is metropolitan density – the number of dwelling units per km2. Metropolitan 
density is traditionally defined as such a ratio and is therefore considered in that way.  

 

Table 1. Dataset description: the features of boroughs. 

 
a The dependent variable: number of migrants - people who checked out of Warsaw and reported residence in one 
of the suburban boroughs. 
b Average income in a borough (in PLN) divided by the average income in all boroughs weighted by population 
(in PLN). Calculated based on personal income tax data. 
c Three borough types can be distinguished according to Polish Administrative Law classification: urban, urban-
rural, rural. 
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d e-podroznik.pl is the largest website collecting travel possibilities between places in Poland. It has information 
about even the smallest carriers at disposal and was therefore chosen as the most thorough data base. No 
information was available for 3/70 boroughs on this platform. However, public means of transport are functioning 
in that boroughs but carriers are not registered on any platform. In these cases we called the carriers directly and 
asked about the travel time. 
e Only a price on a county level was available in the Polish Statistical Office and is hence included.  
f gratka.pl is the largest online real estate platform and was therefore chosen as the most adequate data base. 

 

Figure 1 shows the visual representation of the number of migrants. Supplementary Figures A2, 
A3, A4 are given in the Appendix and present the key variables of the gravity model of 
migration (population density and distance), as well as relative income, which, according to the 
above mentioned literature, is expected to have large influence on the number of migrants. All 
values correspond to the year 2019 and were logarithmed for clearance. The spatially uneven 
outflow of migrants is visible at first glance. Less inequalities are visible on the map presenting 
population density. While most of the boroughs are sparsely populated, a few of them are dense. 
Average income appears to be higher in the boroughs closer to Warsaw. Visual inspection leads 
to a conclusion that the number of migrants seems to be higher in the boroughs of greater 
population density, smaller distance to Warsaw and of higher relative income.  

 

Figure 1. Number of migrants (log) in 70 suburban boroughs of Warsaw, in 2019. 

 

 

 

Summary statistics of all variables are attached in Table A1 in the Appendix. The mean number 
of migrants has been 146.14 in 2019, however the standard deviation exceeds this value 
(182.96). There were boroughs, where no migrants reported residence, while 909 people moved 
to the most popular one. The average population density is 5.59 people/km2, but here as well it 
differs greatly between boroughs (0.25 min, 39.93 max). The average distance measured as 
a straight line is 29.05 km. The closest borough is only 9.07 km away from Warsaw city center, 
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while the farthest one is located almost 60 km away. Figure A1 presents the correlation matrix. 
It can be seen that the variables are correlated up to 75%, which justifies the use of methods 
robust to correlation, such as Accumulated Local Effects. 

5. Empirical Analysis 

The choice of variables used in all models is based on exploratory data analysis with PCA and 
we include only one feature out of each identified group of correlated regressors. Hence, 
8 following regressors are dropped: driving time and distance from borough to Warsaw, the 
number of restaurants and sport sites, metropolitan density, the percentage of votes obtained by 
the ruling conservative political party and three borough type classifiers. As a result, 21 
regressors are used in all models. We choose the optimal values of hyper-parameters with the 
use of leave-one-out cross-validation (LOOCV). The optimal values of hyper-parameters are 
provided in the Appendix A. It can be seen that the optimal α for Elastic Net is 1, resulting in 
Lasso. Hence, 6 algorithms are considered and run: OLS, Ridge, Lasso, RF, SVR and XGB. 
We then compare RMSE, MAE and R2 of the all models and choose to interpret the outcome 
of the most accurate one. The summary of model accuracy measures is presented in Table 2, 
for both, the training and validation sample. The validation errors correspond to the average 
from 70 models run by LOOCV, while the training errors are for one, final model with optimal 
hyper-parameters. In addition, the errors and R2 were calculated for an OLS model that was 
obtained by the general-to-specific approach. It includes only four variables significant at 10% 
level: population density, distance, number of infant places in nurseries and presence of 
a suburban train station. 

 

Table 2. Model errors comparison. 

 

 

Mind that we report model statistics for Lasso on the restricted and full dataset. It can be seen 
that the statistics on the training sample are much in favour of Lasso on the restricted dataset. 
However, model errors and R2 on the validation sample, which reflects real models’ 
performance more accurately, are highly comparable for both models (but slightly better for 
Lasso on the restricted dataset). In conclusion, Lasso is capable of variable selection, even if 
the features are highly correlated. Yet, for the purpuse of direct comparability of results, we use 
the restricted dataset for all models in further analysis. 

In terms of the training sample, Extreme Gradient Boosting yields the lowest RMSE, 
while Support Vector Regression – the lowest MAE, and Random Forest – the highest R2. The 
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errors and R2 for OLS, Ridge and Lasso are significantly worse. This result confirms that the 
models which catch non-linear relationships between predictors and the outcome explain 
substantially more variability of the modelled phenomenon than the linear models. However, 
due to potential risk of overfitting of machine learning models, their performance is usually 
assessed based on the validation sample. This can be viewed as checking predictive 
performance of models on the new data, not used in the estimation process. It is clear to see that 
Extreme Gradient Boosting yields the most accurate predictions there – its RMSE and MAE 
are the lowest while R2 is highest. Next comes the OLS with only a slightly worse performance, 
followed by RF and SVR. In terms of the validation sample, penalized regression algorithms 
exhibit the poorest accuracy of predictions. 

In order to identify the pulling factors, which contribute to the prediction accuracy in 
the widest extent, we calculate Permutation based Feature Importance (PFI) and report it as 
a percentage change in RMSE after permuting each variable, for each of the models. We also 
calculate the average importance of a feature taking into account all models and then rank the 
features with respect to this value, from the most to the least important one. Table 3 presents 
the resulting ranking of importance. 

 

Table 3. Permutation Feature Importance for different models 

 
Note: The importance and average importance expressed as a change in RMSE after permuting the variable are 
given in percents for all models (f.e. 0.59 means 59%). 

 

Random Forest and Extreme Gradient Boosting are methods based on trees. When setting the 
hyper-parameters, one has to take into consideration the trade-off between predictive power of 
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a model and a risk of over-fitting. The larger the number of trees or boosting iterations, the 
better the model is fitted to the data. However, this comes at the expense of prediction accuracy 
on new data. In the models based on trees, some variables might be never used for the splits if 
their contribution to the prediction accuracy is negligible. Hence, the hyphens in Table 3 – they 
mean that a particular feature was never used within a particular model. This is acceptable for 
the reason that our purpose is to identify the most important pulling factors, out of a great 
variety. Lasso and Elastic Net are also capable of variable selection by shrinking some 
coefficients to 0. Ridge and SVR do not perform variable selection. 

The top 6 on average rated features are number of infant places in nurseries, distance to 
Warsaw as a straight line, relative income, percentage of votes obtained by the liberal party in 
2019 election, number of worship sites and population density. The number of places in 
nurseries is a strong pulling factor since migrants are mostly young couples and families with 
children moving out of flat to a single family house.  

Moreover, suburban migrants usually still work in the core city and commute to work 
by an own vehicle or public transport. Distance measured as a straight line is another feature 
ranked highly – a pushing factor. As can be seen on Figure A2 in the Appendix, the boroughs 
populated most densely are also the ones located closer to Warsaw core.  

Relative income is ranked the third and population density – the sixth most important 
measure, which is strongly in line with the existing literature on determinants of 
suburbanisation. The percentage of votes obtained by the liberal party is possibly a proxy for 
age in boroughs, progressivity of its inhabitants or both. The number of worship sites, which 
can be summarized as an institutional amenity, was ranked fifth.  

In Poland, religious beliefs play a significant role in peoples lives – approximately 90% 
of Poles are baptized Catholics. Hence, it is not surprising that availability of a church in close 
proximity plays a role in settlement processes. The other features ranked high on average are 
total area, total greenery spaces, ratio of forests to the total area, number of shops and presence 
of a suburban train station. For brevity reasons, we plot Accumulated Local Effects for all 
models to interpret the (non-linear) relationship between the top 6 ranked features and the 
number of migrants.  
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Figure 2. ALE plots for 6 most important determinants of migrations identified by the average 
PFI rank 

 

Figure 2 presents ALE plots for the number of infant places in nurseries, distance to Warsaw 
as a straight line, relative income, percentage of votes for the liberal opponent, number of 
worship sites and population density. It is clear to see that assuming a linear relationship 
between the number of migrants and these features is infeasible.  

The relationship between the number of migrants and the number of infant places in 
nurseries is positively linear for all algorithms, except for XGB and RF (where it appears 
constant after 200 (XGB) and 380 (RF)). The largest positive slope is for OLS and Lasso, but 
there is a clear positive tendency for Ridge and SVR as well.  

The number of nurseries is an institutional measure. Nurseries are desirable especially 
by families with children and young couples – the parents of both groups usually work in 
Warsaw and it is comfortable to leave an offspring safely in a nursery for a long work day. 
A nursery can be possibly replaced by grandparents who take care of infants, while parents are 
at work, but in case of Warsaw, there has been an ongoing influx of people from other parts of 
Poland to the whole agglomeration in the last 30 years. Migrants from other parts of Poland 
wouldn’t have parents in Warsaw, who could take care of their children. Hence, the often need 
for nurseries. Furthermore, the relationship between the number of migrants and distance is 
clearly negative for all algorithms, which is conforming with the existing literature on 
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suburbanisation, as well as the gravity model of migration. The number of migrants drops in 
both, RF and XGB around 20 km, after which value is remains almost constant. Income is 
another important, strong pulling factor. The number of migrants rises from 0 to around 80 for 
income equal 0.75 (which can be interpreted as the average income in a borough being 75% of 
the average income in all municipalities, weighted by population) in both, RF and XGB. It can 
be seen that the relationship between the number of migrants and the percentage of votes 
obtained by the largest liberal opponent in 2019 parliamentary election is clearly positive for 
all algorithms. In RF, the number of migrants rises delicately at the percentage of votes equal 
40%. The boroughs, where KO got more than 35% are also those with highest relative income. 
Approval for the largest liberal party in Poland is likely a proxy for age and progressiveness in 
boroughs. 

Migrants are usually young, affluent middle-class representatives who support novel, 
progressive ideas and choose leaders accordingly. Both income and preference for liberal party 
depict social affiliations’ role in migration in our study. The number of worship sites is another 
pulling factor. It can be seen that the number of migrants rises at value 5 for both RF and XGB. 
Surprisingly, the slope is slightly negative for SVR, but positive for other algorithms where this 
feature was used. It is worth to mention, that the preference to choose liberal rulers does not 
necessarily contradict a need for religiousness. Although the vast majority of Poles is formally 
Catholic, not all of them are devout and especially not in agglomerations. Services provided by 
Catholic church (such as weddings, funerals) are yet, still desirable as religion is strongly related 
to tradition in Poland. Finally, population density, with respect to the number of migrants, has 
a constant slope for Ridge Regression, RF and XGB, while it’s negative for Lasso, OLS and 
SVR. This result is the most surprising one out of all obtained in this study, as it is not in line 
with the theory of the gravity model of migration.  

However, it conforms to the ”natural evolution theory” described here in the Literature 
Review. It turns out that, in case of suburban migration, migrants prefer less densely populated 
municipalities, of more living space. 

After visual inspection of the plots and taking the average values of PFI measured as 
percentage change in RMSE into consideration, we can conclude that migrants choose boroughs 
of more infant places available in nurseries (PFI = 59%), especially those with more than 200 
places. They settle in municipalities located closer to Warsaw (PFI = 40%), in particular those 
located under 20 km to the center of Warsaw and prefer those of higher relative income (PFI = 
26%) - primarily above 0.75. Migrants choose more liberal boroughs (PFi = 14%), but at the 
same time those of greater number of temples (PFI = 13%). Finally, they prefer sparsely 
populated municipalities (PFI = 9%) of more living space. 

6. Conclusions 

In this paper, we investigated the suburbanisation phenomenon in the Warsaw agglomeration. 
We aimed to identify the features of boroughs which are key pulling factors for migrants and 
constitute choosing one borough instead of another. Basing on the extended gravity model of 
migration, we built several predictive models and assessed their performance by the common 
benchmarks of RMSE, MAE and R2. Extreme Gradient Boosting turned out to yield the most 
accurate predictions. Permutation based Feature Importance was calculated for each chosen 
feature, for each model and Accumulated Local Effects were plotted for the top 6 most 
important variable as indicated by the average PFI for all models. We identified 4 pulling factors 
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by mean PFI: the number of infant places in nurseries, relative income, percentage of votes 
obtained by KO in 2019 parliamentary election and the number of worship sites. While the 
mentioned income and percentage of votes are likely proxies for social affiliation preferences, 
the two latter features are institutional amenities. Our finding with respect to these four 
measures are especially valuable in terms of spacial planning and can be used by local 
authorities. We also determined 2 pushing factors: migrants settle in municipalities located 
closer to Warsaw, in terms of distance in km and prefer sparsely populated places. In order to 
attract migrants to the further located boroughs, attractive means of transport, such as suburban 
train can be built.  

Our findings are (in some extent) in contrast with the previous, quantitative research on 
the topic. For example, population density turned out to be a pushing, rather than a pulling 
factor. Nonetheless, previous studies were based solely on OLS, which we proved to be 
ineffective when non-linear relationships are observed in the data and having lower predictive 
power than Extreme Gradient Boosting. It appears that, even though OLS is pretty accurate in 
predicting the number of suburban migrants, it can still be beaten by a more sophisticated 
algorithm. In addition, other algorithms let us identify more relevant features than OLS, where 
only four were significant on 10% level. Finally, the results conforming with the previous 
findings is the negative relationship between the number of migrants and the distance from the 
city center and positive influence of the average income on the number of migrants.  

In addition to shedding light on the local context of Warsaw, we have also filled gaps 
not addressed in the previous studies: considering a wide variety of possible pulling factors and 
identifying non-linear relationships between the dependent variable and the regressors. We 
believe that our work can be valuable for spacial planners not only in Poland, but in other 
countries of similar suburbanisation patterns.  

Several possible extensions of this paper are possible. A natural follow-up is 
investigating the same problem in a panel setting. In our work, some of the features were 
scrapped from the Internet sources, such as Google Maps, where historical data is not available. 
Yet, taking a 30 year time frame (in case of Poland) could possibly lead to a deeper insight into 
the outflux from Warsaw to the suburbs, for example by taking into consideration time effects. 
An individual-level analysis could also yield valuable conclusions about the mechanisms 
behind people’s decisions. Finally, a comparable study of different metropolies in Poland and 
the region can be conducted to verify if the processes are indeed similar in all post-communist 
countries. Thus, further research on these issues is highly anticipated. 
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Appendix A 

Model hyper-parameters found by one-leave-out cross validation:  

(1) Ordinary Least Squares: none (2) Ridge Regression:  

•α=0  

• λ = 278.86  

(3) Lasso:  
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•α=1  

• λ=9.57  

(4) Elastic Net:  

•α=1  

• λ=9.57  

(5) Random Forest:  

• number of trees = 17  

• max number of variables considered by each split = 10  

• min size of a node=12  

• max number of terminal nodes = 7  

(6) Support Vector Regression:  

• kernel: radial  

• γ = 0.002  

• ε=0.13  

• cost = 207  

(7) Extreme Gradient Boosting:  

• η=0.36  

•γ=0  

• α = 40  

•λ=0  

• max number of terminal nodes = 3  

• min size of a node=7  

• subsample = 0.8  

• column sample by tree = 0.4  
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Table A1. Basic summary statistics for all variables used in the analysis  
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Figure A1. Correlation matrix between all variables used in the analysis  
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Figure A2: Visual representation of population density in suburban boroughs (2019). 

 

Figure A3: Visual representation of the straight-line distance to Warsaw in suburban boroughs 
(2019). 

 

 

 

Figure A4: Visual representation of the relative income in suburban boroughs (2019). 
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