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AAbbssttrraacctt::  The stated preference literature contains an expansive body of research on behavioral 
anomalies, typically understood as response patterns that are inconsistent with standard 
neoclassical choice theory. While the literature often implies that anomalous behaviors are distinct 
to stated preferences, widespread evidence of similar patterns across real-world settings raises the 
potential for an alternative interpretation. We argue that these anomalies might actually reflect 
behaviors that are to be expected once deviations from the standard economic model and 
behavioral reactions to the choice architecture in stated preference surveys are considered. The 
article reviews and organizes the evidence of so-called “anomalous” stated preference behaviors 
within the context of behavioral science to provide guidance for applied welfare economics. We 
coordinate evidence on these anomalies using a typology grounded in behavioral science, which 
groups non-standard behaviors into: non-standard preferences, non-standard beliefs, and non-
standard decision-making. We apply this typology to organize the evidence, clarify nomenclature, 
and understand the implications of non-standard behaviors in stated preference studies for applied 
welfare analysis. Observing the systematic and common nature of these behaviors in actual and 
hypothetical settings, we outline possibilities to overcome associated challenges for applied 
welfare analysis, by adapting new frameworks for welfare analysis proposed within behavioral 
science.               
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1. Introduction 

The stated preference literature contains an expansive body of research on behavioral 

anomalies (Johnston, Boyle, et al., 2017; Kling, Phaneuf, & Zhao, 2012; Poe, 2016). These 

anomalies are typically characterized as systematic response patterns that are inconsistent with 

a priori, theoretical predictions drawn from traditional neoclassical theory of choice. Although 

this literature often implies that such anomalous behaviors are distinct to stated preferences, 

there is widespread and increasing evidence from behavioral science that similar deviations 

from traditional neoclassical theory appear across a wide range of decision contexts, from 

markets to lab experiments to field survey studies (DellaVigna, 2009; Thaler, 2015). 

This article reviews and organizes the evidence of so-called “anomalous” stated 

preference behaviors within the context of contemporary behavioral science research that seeks 

to improve the realism of the traditional economic model and provide guidance for applied 

welfare economics. In contrast to the common interpretation of anomalous behaviors as 

evidence of invalidity in stated preference studies, behavioral science provides an alternative 

interpretation of the same behaviors as predictable expressions of non-standard preferences, 

non-standard beliefs, and/or non-standard decision-making that emerge due to consequences 

of the situations—also called choice architecture—within which people make decisions. From 

this perspective, stated preference anomalies might actually reflect behaviors that are to be 

expected once deviations from the standard economic model and behavioral reactions to the 

choice architecture are considered.1 This conceptualization of anomalous behavior may enable 

new approaches to welfare analysis that accommodate these behaviors in a systematic manner. 

Interestingly and perhaps promisingly, these approaches share many common themes with 

current best practices in stated preference welfare analysis. 

The first goal of the paper is a systematic understanding of anomalies observed in stated 

preference studies that is consistent with emerging theory and findings from behavioral science. 

Within the behavioral economics literature, the predictability of non-standard, systematic 

response patterns has been enhanced by the organization of these behaviors around three 

primary deviations from the traditional economic model: non-standard preferences, non-

standard beliefs, and non-standard decision-making (DellaVigna, 2009). Based on this 

 
1 Similar observations have been made before (e.g., Carson, 2012; Haab et al., 2013; Kahneman et al., 1999; Kling 
et al., 2012). For example, Poe (2016) presents seven stated preference anomalies that have also been observed in 
actual choice settings. However, we extend these prior contributions by organizing the anomalies according to 
current behavioral science typology and identifying implications for welfare analysis based on this perspective. 
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structure, we coordinate evidence from the literature to propose a constructive perspective on 

how and why non-standard behaviors manifest in stated preference studies, and how these 

behaviors parallel those observed in non-hypothetical choice contexts. This typology provides 

a structure through which to clarify nomenclature and organize evidence of non-standard 

behaviors observed within the stated preference literature. In doing so, we distinguish between 

stated preference anomalies and their behavioral foundations, and apply the latter to propose 

a framework to organize prior theoretical and empirical findings on these anomalies. 

The second goal is to derive implications for applied welfare analysis using stated 

preference data. The systematic nature of the non-standard behaviors in both stated and 

revealed preferences implies possibilities to overcome challenges for applied welfare analysis 

caused by anomalous behaviors. Once one acknowledges that many behaviors, including those 

in stated preference settings, are influenced by similar behavioral foundations and effects of 

the choice architecture, it becomes possible to consider more holistic approaches to non-

standard behaviors within all types of welfare economics, rather than imposing arguably 

arbitrary distinctions between stated and revealed preferences. We therefore consider how 

innovative frameworks for welfare analysis (e.g., benefit-cost analysis) proposed within 

behavioral science might be applicable to environmental economics and the future research 

that would be required. In concept, insights from a new “behavioral welfare economics” could 

be used to develop practical guidance for what non-standard behaviors imply for welfare 

analysis based on stated preference data. 

2. Organizing stated preference “anomalies” 

Research in behavioral economics aims to improve the psychological realism of the traditional 

economic model. To do so, findings are frequently organized according to three systematic 

deviations from the standard economic model: non-standard preferences, non-standard beliefs, 

and non-standard decision-making (DellaVigna, 2009; Rabin, 1998). Primary non-standard 

preferences discussed in behavioral economics include: social preferences, risk preferences, 

and time preferences. Non-standard beliefs are captured in the literature on three broad 

domains: incorrect predictions about oneself in the future, the representativeness heuristic (i.e., 

the likelihood of outcomes being perceived based on how representative those outcomes are), 

and the tendency to obtain utility directly from beliefs. Finally, one can differentiate between 

four main types of non-standard decision-making: limited attention, limited cognitive effort, 

social influences, and effects of emotions. 
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In the last decade, interactions between scholars at the interface of economics, 

psychology, and cognate disciplines have broadened the analysis and started to investigate how 

these three deviations interact with characteristics of the choice environment (or architecture) 

to influence behavior and welfare. Sometimes called “supposedly irrelevant factors”, these 

characteristics (e.g., defaults, reminders, and labels) have been shown to have strong and 

systematic effects on behavior (Thaler, 2015). At least four groups of context factors have been 

identified: defaults, simplification and salience, psychologically informed messaging, and 

sludge. 

The Supplementary Material to this article presents a more detailed explanation of the 

key insights from the behavioral economics literature on the three types of deviations from the 

standard economic model and the influence of the choice architecture on these deviations. We 

focus therein on insights that are particularly salient for our organization of stated preference 

anomalies. More detailed summaries of the underlying behavioral science and applications to 

other areas of research are presented elsewhere (Benjamin, 2019; Carlsson, Gravert, 

Johansson-Stenman, & Kurz, 2021; DellaVigna, 2009; Dhami, 2016; Kremer, Rao, & 

Schilbach, 2019). 

This section uses the structure suggested by behavioral economics to organize the 

literature on stated preference anomalies. We make a distinction between stated preference 

anomalies and the behavioral explanations for these anomalies, and use the latter to organize 

the literature. To make our point as clearly as possible—that anomalies are not really anomalies 

but expected effects—we assume here that the stated preference literature has identified 

“effects,” but has not explained these effects systematically within a framework that is 

consistent with behavioral science. While this is a bit of a strawman argument, it is helpful to 

distinguish “effects” and “behavioral explanations” for these effects, particularly as one moves 

forward to consider implications for welfare analysis. The section further builds on recent work 

showing that many stated preference anomalies can be mapped to similar behaviors in other 

contexts such as incentivized experiments and field studies (Carson, 2012; Haab, Interis, 

Petrolia, & Whitehead, 2013; Kahneman, Ritov, & Schkade, 1999; Kling et al., 2012; Poe, 

2016), but extends this work by organizing the literature according to the three categories of 

deviations noted above. For each category, some of the most common stated preference 

anomalies are discussed.2 

 
2 In the interest of conciseness, we do not provide an encyclopedic list or review of all possible anomalies 
discussed in the stated preference literature—although most if not all of these may be considered using the 
framework developed here. 
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2.1. Non-standard preferences 

2.1.1. Excess disparity between willingness to pay (WTP) and willingness to accept (WTA)  

The excess disparity between WTP and WTA measures is a commonly discussed anomaly in 

stated preference literature. Survey participants often demand (much) higher compensations 

for a loss of a good (WTA) compared to what they would pay to for the same good (WTP) 

(Brown & Gregory, 1999; Horowitz & McConnell, 2002; Tunçel & Hammitt, 2014). Non-

standard risk preferences, and more specifically prospect theory, suggests one explanation for 

this disparity (Kahneman & Tversky, 1979; Thaler, 1980).3 Participants may have reference-

dependent preferences and evaluate any prospect in comparison to a reference point. In WTP 

elicitation, this reference point is not having the good and in WTA elicitation, it is having the 

good. Prospect theory suggests that people are more averse to losses than they are keen to 

acquire gains, and this loss aversion makes WTA values larger than WTP measures. These 

effects are not unique to stated preferences. Examples of prospect theory in the field are 

available from many contexts such as consumption (people are more sensitive to price increases 

than to cuts), macroeconomics (consumers do not reduce consumption after bad income news), 

the stock markets (stock returns are too high relative to bond returns), and the labor market 

(cab drivers in New York work until they reached their individually-set daily target) as 

summarized in recent work (Barberis, 2013; Camerer, 2004). Further description of the 

WTP/WTA disparity, including additional explanations is provided by Poe (2016). 

2.1.2. Unselfish preferences 

Some stated preference studies find that participants consider the welfare of others as well as 

their own when indicating their valuations of goods.4 People’s value orientations  

(e.g., altruism; McConnell 1997) are associated with variations in WTP (Ojea & Loureiro, 

2007; Poe, 2016). Behavioral theories which incorporate fairness, altruism and other social 

preferences into the utility function can explain these effects (e.g., Andreoni 1990; Fehr and 

Schmidt 1999). Behavior motivated by unselfish preferences is widespread in domains such as 

charitable giving (DellaVigna, List, & Malmendier, 2012) and the motivation to work (Gneezy 

& List, 2006).  

 
3 Other explanations include income effects and substitutes, transaction costs, responsibility, and others (Brown 
& Gregory, 1999). 
4 Unselfish preferences are not always described as an anomaly, but they do imply a challenge for benefit-cost 
analysis (Johansson, 1992).  
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2.1.3. Insensitivity to scope  

Answers in stated preference surveys do not always differ as expected when the scope of the 

good (its quantity or quality) is changed (Carson, 1997). For example, an improvement on 

1,000 acres of a forest is not always valued significantly higher than a similar improvement on 

500 acres of the forest. A related concern is welfare estimates that do not meet the “adding-up” 

property, which implies that the value of a bundle of outcomes should be equal to the sum of 

the values of the constituent parts (Bishop & Boyle, 2021). There are multiple explanations for 

a lack of scope sensitivity and adding-up that are consistent with the standard economic model 

(Whitehead, 2016), and behaviors of this type are not unique to stated preferences (Bishop & 

Boyle, 2021; Poe, 2016). One possible behavioral economic explanation related to social 

preferences is the desire to obtain moral satisfaction or warm glow from one’s answer in the 

stated preference study (Kahneman & Knetsch, 1992). Other explanations include mental 

accounting and reciprocity—the latter being a form of social preference discussed above 

(Bishop & Boyle, 2021; Thaler, 1999). 

2.2. Non-standard beliefs  

2.2.1. Social-image and self-image considerations 

Answers to stated preference surveys can be influenced by participants’ preferences to appear 

in a positive light in front of others and in front of themselves (Börger, 2013; Lusk & Norwood, 

2009). Behavior of this type has long been recognized in settings such as experiments and 

surveys, and is often called social desirability bias (Nederhof, 1985). Models of belief-based 

utility can explain that these beliefs about one’s image are part of the utility function and thus 

influence stated preferences. Image concerns have been shown to explain field behaviors in 

contexts such as take-up of social transfers (Friedrichsen, König, & Schmacker, 2018) and 

blood donation (Lacetera & Macis, 2010).  

2.2.2. Temporal reliability of stated preferences  

Temporal reliability of stated preferences describes the stability of measures over time and 

context (Mitchell and Carson, 1989; Carson et al, 1997). Of particular concern is instability 

that manifests over short time periods, during which (absent an external shock of some type) 

economists generally assume that preferences should be stable. Temporal reliability can be 

shown by comparing answers given by the same individuals at different points in time to the 
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same survey or by comparing the outcomes of similar studies across different samples 

conducted at different times. For example, He & Zhang (2021) show that the WTP for air 

quality improvements depends on the air quality on the day on which their contingent valuation 

surveys are administered. One explanation for this effect is projection bias, which is a non-

standard belief that has been documented in the field in contexts such as the effect of weather 

on people’s consumption choices (Busse, Pope, Pope, & Silva-Risso, 2015; Conlin, 

O’Donoghue, & Vogelsang, 2007) and on voting decisions (Meier, Schmid, & Stutzer, 2019). 

2.3. Non-standard decision-making  

2.3.1. Starting point bias  

Starting point bias describes the influence that the presentation of an initial value or situation 

has on subsequent decisions (Boyle, Bishop, & Welsh, 1985; Herriges & Shogren, 1996). For 

example, the bid value or environmental improvements offered in initial choice questions may 

systematically influence responses to subsequent valuation questions. One explanation of 

starting point bias that is discussed as non-standard decision-making in behavioral economics 

is anchoring (Herriges & Shogren, 1996; McFadden, 1994). Anchoring describes the effect that 

the initial exposure to a number can have on subsequent judgments (Tversky & Kahneman, 

1974). Initially observing a certain number (e.g., a household cost or scope of an environmental 

change) can create a mental reference point. Examples of anchoring can be found in many real-

world situations. For example, Sakaguchi et al. (2022) suggest that presenting credit card 

debtors with the minimum payments to pay down their debt as a default anchors the manual 

repayment decision on the minimum payment to the minimum. As a result, they suggest that 

approximately eight percent of all of the interest ever paid in the UK is due to this effect.  

2.3.2. Sequencing effects 

Sequencing effects are defined as situations in which stated preference responses are sensitive 

to the order in which questions are presented (Day et al., 2012). Starting point bias is one 

particular type of sequencing effect and thus anchoring is one of the behavioral explanations. 

More general sequencing effects can be explained by behavioral research on query theory, 

which describes one form of non-standard decision-making. Query theory proposes that people 

process queries one after the other rather than simultaneously, so that earlier queries receive 

more thought than later queries and are thus more influential (Johnson, Häubl, & Keinan, 

2007). Examples of sequencing effects in real-world settings include food choice (Gravert & 
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Kurz, 2021) and the link between ballot order and election outcomes (Ho & Imai, 2008; Miller 

& Krosnick, 1998). 

2.3.3. Attribute non-attendance  

Attribute non-attendance describes selective (in)attention wherein a respondent ignores one or 

more aspects of the scenario description in a stated preference study (Alemu, Mørkbak, Olsen, 

& Jensen, 2013; Campbell, Hensher, & Scarpa, 2011; Scarpa, Gilbride, Campbell, & Hensher, 

2009). For example, in stated preference discrete choice experiments, respondents may ignore 

some attributes. Behavioral economic theories on limited attention formalize situations in 

which decision makers do not consider all relevant attributes (Allcott & Taubinsky, 2015; 

Gabaix, 2019). Attribute non-attendance has been identified in the real world as well, for 

example, when consumers pay only partial attention to taxes that are added later to the price of 

a good (Chetty, Looney, & Kroft, 2009), or ignore “shrouded attributes” such as “surprise” 

bank fees or add-ons when booking flights (Ellison & Ellison, 2009; Gabaix & Laibson, 2006). 

2.3.4. Yea and nay saying  

Yea and nay saying is present when respondents agree or disagree to proposed policy scenarios 

without consideration of their characteristics, including the price charged. One reason for this 

behavior is that respondents believe that the policy has been designed by someone for a good 

reason; this has been discussed as one reason for the stickiness of defaults (Carlsson, 2010). 

Default effects are arguably the finding with the strongest effect size within behavioral 

economics in experiments and the field (Jachimowicz, Duncan, Weber, & Johnson, 2019). 

These behaviors can also be framed as extreme examples of attribute non-attendance (where 

most or all attributes are ignored) and in the case of nay saying can reflect status quo bias—

hence the behavioral explanations for these phenomena apply here as well. 

3. Implications of behavioral welfare economics for stated preference welfare analysis 

Stated preference methods are often used to support applied welfare analysis (Johnston et al. 

2017). This analysis relies on the assumption that people make rational, compensatory 

decisions that maximize their welfare.5 If people make rational decisions within an incentive-

 
5 The standard economic welfare calculus relies on three premises: that each of us is the best judge of our own 
well-being; that our judgments are governed by coherent, stable preferences; and that our preferences guide our 
choices—when we choose, we seek to benefit ourselves (Bernheim, 2016; Hausman, 2012).  
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compatible setting, their choices are assumed to reveal their true preferences and money-metric 

values (often measured in terms of WTP).6 Welfare measures of this type are suitable to guide 

welfare calculations in normative policy analysis, such as benefit-cost analysis (e.g., Hausman, 

2012). Both the stated preference and behavioral economics literatures acknowledge that 

systematic deviations from rational decision making (DellaVigna, 2009) can pose challenges 

for all economic welfare analysis (e.g., Bernheim, 2016; Sunstein, 2020a). However, unlike the 

emphasis of much of the stated preference literature, which tends to frame these concerns as 

biases and anomalies that may jeopardize validity, behavioral welfare economics has taken 

a more constructive approach, considering how welfare analysis can proceed given that 

systematic deviations from rational decision making are common across many decision 

settings.  

Interpreting stated preference anomalies from the perspective of behavioral economics 

provides the opportunity to consider whether and how insights from behavioral welfare 

economics might apply to stated preferences. In some instances, these approaches imply 

fundamental differences in how stated preference methods are approached or interpreted, while 

in others they imply minor adjustments to longstanding techniques used for stated preference 

design and analysis. The next three subsections summarize the main behavioral critiques of 

standard welfare economics (subsection 3.1), recap the main strategies for redesigning welfare 

economics as suggested by behavioral welfare economics (subsection 3.2), and present 

recommendations for stated preference studies based on these strategies (subsection 3.3).  

3.1. Behavioral economic critiques of standard welfare economics 

There are two key behavioral economic critiques of standard welfare economics: the 

“implementation critique” and the “coherence critique” (Bernheim, 2016, 2021). The 

implementation critique argues that people may have difficulties making choices that advance 

their own objectives so that the decision utility which informs choice is not the same as the 

experienced utility that is welfare relevant (Beshears, Choi, Laibson, & Madrian, 2008; 

Kahneman, Wakker, & Sarin, 1997). The critique suggests that people do have true 

preferences, but that their decisions do not always correctly “implement” these preferences. 

Implementation failures can occur when people’s decisions rely on incorrect assumptions about 

 
6 Although WTA is a more conceptually appropriate welfare measure in some contexts, WTP is often selected 
due to practical challenges associated with WTA estimation (e.g., difficulty framing incentive-compatible 
questions and assuring perceived credibility of monetary compensation; Johnston et al. 2017; Lloyd-Smith & 
Adamowicz 2018). 
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which options are available, when people have mistaken beliefs about the consequences of their 

actions, or when people’s decisions are systematically biased relative to their true underlying 

(experienced) utility. We have mentioned many examples for such implementation failures in 

section 2. For example, behaviors such as attribute non-attendance, yea or nay saying, and 

scope insensitivity can be interpreted as examples of implementation failures. The failure of 

observed choices to reveal underlying experienced utility within non-incentive-compatible 

choice settings can also be interpreted in this manner (although see Börger et al. 2022). 

The coherence critique to standard welfare economics is even more problematic for 

welfare analysis. It suggests that true preferences that are coherent and stable do not exist in 

the first place because preferences are constructed dependent on the context in which they are 

expressed (Bernheim, 2016). In other words, the critique suggests that there is no “inner 

rational agent” with neoclassical preferences (Infante, Lecouteux, & Sugden, 2016). If coherent 

preferences do not exist, they cannot be revealed by choice data or in stated preference surveys 

(nor can they be revealed by any type of behavior). The critique relies on psychological findings 

suggesting that preferences are dependent on the frames in which the decisions are presented 

(Chater, 2018; Dold, 2018; Johnson et al., 2007; Kahneman & Tversky, 1984; Lichtenstein & 

Slovic, 2006; Sunstein, 2020a). Different frames lead to different forms of preferences and 

preferences without frames do not exist. The frames, however, are normatively irrelevant. 

Behaviors such as anchoring and coherent arbitrariness (Ariely, Loewenstein, & Prelec, 2003; 

Hanley, Kriström, & Shogren, 2009) and the influence of normatively irrelevant factors, such 

as the weather on outcomes such as car purchases (Busse et al. 2015) or voting (Meier et al. 

2016), can be used as evidence that coherent preferences do not exist.7 

3.2. Behavioral economic welfare analysis 

Whilst many approaches have been suggested to deal with the problems posed by behavioral 

insights for economic welfare analysis, here we emphasize choice-based welfare approaches 

that start from the assumption that welfare is closely related to the satisfaction of preferences, 

which can be revealed in choice data. This is the closest and hence most applicable line of 

approaches to what is typically done in stated and revealed preference valuation studies. Below 

we summarize the most common choice-based approaches to derive valid normative welfare 

 
7 In some cases, implementation failures and coherence failures may be observationally equivalent. For example, 
anchoring may be due to an underlying lack of coherent preferences or may be due to mistaken beliefs generated 
during earlier choices that contribute to later implementation failures. Hence, it may not always be straightforward 
to identify and disentangle the underlying causes of apparent anomalous behavior, either in stated or revealed 
choices. 
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estimates, as characterized in the behavioral economics literature, and discuss how these are 

(or are not) parallel to current best practices for stated preference studies. 

3.2.1. Purifying preferences  

One influential approach suggests that it is possible to identify preferences that can be 

interpreted as true preferences even when decisions are influenced by anomalies or biases 

(Beshears et al., 2008; Sunstein, 2020a). This approach aims to identify the decisions that 

individuals would have made in the absence of psychological or informational distortions 

(Chetty et al., 2009; Thaler & Sunstein, 2008). To do so, the welfare analyst’s task is to identify 

the influence of assumed or confirmed biases on decision-making and then analytically 

“reconstruct” the normative preferences, so removing the influence of these biases. If enough 

is known about the structural influence of biases on decisions (or conditional upon assumptions 

about these influences), both preference parameters and bias parameters can be recovered 

simultaneously from choice data. This process is sometimes called “preference purification” 

(Hausman, 2012). While it acknowledges the implementation critique (i.e., that choices do not 

always implement true preferences), it does not deal with the coherence critique and assumes 

that coherent and stable preferences do exist (Infante et al., 2016). Moreover, the approach is 

difficult (and sometimes impossible) to apply in practice because the analysis requires one to 

identify which aspects of a choice reflects a bias versus a true underlying preference (Bernheim, 

2021). 

3.2.2. Referring to choices made under epistemically favorable conditions 

A second approach is to restrict the choices that can be interpreted as revealing true preferences 

to those that are “adequately informed and sufficiently free from behavioral biases” (Beshears 

et al., 2008; Sunstein, 2020a). This approach does not require the identification of specific bias 

parameters to purify preferences. Instead, it is sufficient to identify choices that can be assumed 

to be free of mistakes and then prioritize these choices in welfare analyses (Sunstein, 2020a, 

2020b).  

Welfare-relevant choices can be identified based on several characteristics: (1) choices 

unaffected by clearly irrelevant frames, (2) choices made with complete information, (3) 

choices made actively, (4) choices not influenced by decision making biases, and (5) choices 

that are made when people consider the big picture without suffering from limited attention 

(Sunstein, 2020b). Compared to preference purification, this approach is easier to implement 
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in practice. However, it is still subject to the coherence critique, and inconsistent choices are 

ignored in the welfare calculation although they might be normatively meaningful. 

3.2.3. Bernheim-Rangel framework 

The Bernheim-Rangel approach was developed partly to accommodate both the 

implementation critique and the coherence critique (Bernheim, 2016, 2021; Bernheim & 

Rangel, 2009; Bernheim & Taubinsky, 2018). The framework does not assume that people’s 

decisions always implement their true preferences (because people make mistakes), nor does 

it assume that an inner rational agent with normative preferences exists (because preferences 

can be contextually constructed). It does, however, suggest that there is normative information 

even in inconsistent choices if these are not made mistakenly. The approach allows for some 

ambiguity to accommodate normatively relevant, contextually constructed preferences.8  

In practice, the framework includes two key tasks. The first task is to identify the sub-

set of choices that merits deference for welfare analysis. These choices are part of the “welfare 

relevant domain” and include all choices that cannot be classified as mistakes. Mistaken 

choices are not to be used for welfare analysis. To identify mistakes in practice, the analysist 

first needs to demonstrate that a behavior is context-dependent as there is no room for the 

welfare analyst to claim that a mistake exists without context dependence (even if the analysis 

thinks that the choice is not welfare improving).9 Once context dependence has been 

established, the analysist tests whether this context dependence is the result of an incorrect 

characterization of the available opportunities, i.e., whether it is a “characterization failure” 

and not just the result of contextually constructed preferences. To identify characterization 

failures, the analysis evaluates whether the choice is the result of a misunderstanding of the 

available options and consequences, conditional on the decision maker’s available information. 

The welfare relevant domain excludes all choices that are thus identified as mistaken, but it can 

include choices that are based on constructed preferences, so that inconsistencies across choices 

within the welfare relevant domain are possible.  

 
8 In a clarifying illustration, Bernheim (2021) states that “we do not, for example, dismiss the opinions of a panel 
of experts simply because they do not see eye to eye on every point.” Similarly, he argues, one should not dismiss 
choices if they are not totally coherent with other choices.  
9 This claim has been criticized, for example, by Sunstein (2020a) who suggests that even context-independent 
choices can be mistaken because people sometimes make consistent mistakes about what choices make their lives 
go well, particularly when they must predict future welfare effects.  
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Once the welfare relevant choices have been identified, the second task is to use the 

choices in this domain to infer whether one option provides more welfare than another. The 

framework suggests that one good x is preferred to another good y if the welfare relevant 

domain contains no decision problem in which x is available where the consumer is willing to 

choose y. It also suggests that when there are choice inconsistencies, there is ambiguity in the 

preferences. In practice, this means that WTP (or WTA) measures which differ across decision 

frames within the welfare relevant domain provide lower and upper bounds of people’s true 

WTP (or WTA). This acknowledged ambiguity in the elicited value acknowledges that 

preferences can be contextually constructed and still be normatively valid (as long as the 

choices are from the normatively relevant domain and not are not made mistakenly). This 

approach then allows for applying concepts typically used in economic welfare economics, 

such as compensating and equivalent surplus.  

3.3. What does this imply for stated preference studies?  

Given that non-standard preferences, non-standard beliefs, and non-standard decision-making 

can be identified in both stated and revealed preferences, the implementation critique and the 

coherence critique apply to stated preference studies as well. As such, at least in concept, 

welfare analysis using stated preference studies can incorporate any of the three approaches 

developed by behavioral scientists in the context of revealed preferences to address these two 

critiques. The following provides a discussion on how the three approaches of behavioral 

welfare analysis might be applied to stated preference studies.  

3.3.1. Purifying stated preferences  

Stated preference studies were historically among the earliest studies to identify presumed 

biases in decision-making and welfare estimates (e.g., Davis 1963; Bishop and Heberlein 1979; 

Carlsson, 2010). The literature includes a long tradition of studies that have sought to identify 

the extent of bias (or lack thereof) in stated preference welfare estimates and to calibrate these 

estimates to provide more valid estimates of “true” welfare (e.g., Johnston 2006; Johnston et 

al. 2017; List and Gallet 2001; Murphy et al. 2005). For example, some analysts have proposed 

certainty adjustments (Champ, Moore, & Bishop, 2009), assessed the magnitude of bias in 

hypothetical value estimates (e.g., List and Gallet 2001; Little and Berrens 2004; Penn and Hu 

2018), or suggested the use of survey components such as cheap talk (Cummings & Taylor, 

1999) or oath scripts (Jacquemet, Joule, Luchini, & Shogren, 2013) in an attempt to purge 
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welfare estimates of presumed hypothetical biases. Approaches of this type often require strong 

assumptions regarding the structure of preferences and/or the biases that occur, and are not 

generally recommended as best practices (Johnston, Boyle, et al., 2017). 

In other cases, structural assumptions have been made in an attempt to reconstruct what 

estimated preferences might have been, were respondents to have made choices under settings 

that did not induce suspected biases—for example, if survey respondents were provided with 

information that was more consistent with their underlying preferences (Johnston, Schultz, 

Segerson, Besedin, & Ramachandran, 2013, 2017).10 As a final example, the attribute non-

attendance literature has proposed a variety of empirical methods to correct for and offset 

attendant effects on welfare estimates (Campbell et al., 2011; Lew & Whitehead, 2020; Scarpa 

et al., 2009), and thereby (at least in a sense) “purify” the resulting preference information. 

Note that all approaches of this type require at least some maintained (if often implicit) 

assumptions to distinguish biases or anomalies from true preferences. 

Grounded in this tradition, it might be possible to design stated preference studies in 

a way that allows one to structurally estimate bias parameters as well as preference parameters 

from stated choices. As noted above, multiple areas of the stated preference literature are 

grounded in the concept that true underlying preferences can in principle be recovered by 

identifying and purging undesirable biases or anomalies (Alemu et al., 2013; Campbell et al., 

2011; Lew & Whitehead, 2020; Lloyd-Smith & Adamowicz, 2018; Scarpa et al., 2009; 

Vossler, Doyon, & Rondeau, 2012; Vossler & Zawojska, 2020). As such, preference 

purification shares many similarities with (sometimes but not always ad hoc) approaches to 

adjust or calibrate stated preference welfare measures to better reflect “true” underlying 

preferences.  

This work notwithstanding, the stated preference literature has not yet developed 

a cohesive theoretical framework to inform preference “purification” of this type from 

a holistic standpoint. Existing examples target individual anomalies and biases. Moreover, 

these typically assume that revealed preferences or behavior in economic lab experiments 

provide true measures of underlying preferences (supporting criterion validity tests), rather 

than treating them more appropriately as alternative measures of the same underlying construct 

(thereby supporting convergent validity tests) (Bishop & Boyle, 2019; Johnston, Boyle, et al., 

 
10 Johnston et al. (2013; 2017) consider cases where evaluated policy scenarios omit information on an ecological 
attribute (or outcome) that is relevant to respondents but include other, biophysically related information. They 
assume simple structural models in an attempt to infer whether and how respondents use the included information 
to draw (perhaps erroneous) conclusions about the omitted outcome, and what welfare estimates would have been 
if respondents had received information on the omitted (but nonetheless valued) outcome. 
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2017). Other approaches make theoretically questionable assumptions, for example that 

reductions in estimated WTP are sufficient evidence that results are more valid (and hence that 

the approach is “successful”). Hence, significant progress will be required to move from the 

current state of the literature to a holistic framework for preference purification within stated 

preferences.  

Similarly, behavioral welfare economists have not yet made much progress in designing 

efficient approaches to cleanly distinguish between preferences and biases in choices 

(Bernheim, 2021). As such, neither the behavioral economics nor stated preference literatures 

provide sufficient foundation today for the estimation of purified preferences in stated 

preference studies that offset all possible deviations from standard neoclassical assumptions. 

However, stated preference research can make progress in this regard. An advantage of stated 

preference studies is that the study materials are designed by the analyst, and thus it should be 

easier to design studies that are able to differentiate between bias and preferences in the 

decisions compared to field studies. To this end, there are advantages of integrating the insights 

and models from both strands of literature (behavioral economics and stated preferences) to 

address whether and how more universal preference purification might be possible. 

3.3.2. Referring to stated choices made under epistemically favorable conditions 

Applying this second behavioral welfare economics approach to stated preference research 

suggests that researchers should be more confident in the validity of their data when 

respondents in the surveys, for example, make consistent choices, are well-informed, make 

active choices rather than sticking to or always rejecting the status quo option, are not 

influenced by known decision making biases, and make their choices with a broad perspective. 

As a simple example, if one is concerned with anchoring effects on subsequent valuation 

questions in a sequence (assuming these are due to implementation rather than coherence 

failures), one might use responses only from one-shot (single question) stated preference value 

elicitations for welfare analysis (or perhaps from only the first question in a sequence), under 

the assumption that the resulting estimates will be free of these unintended effects. Similarly, 

concerns with attribute non-attendance or lexicographic preferences might be addressed by 

providing respondents with simpler choice tasks.  

In many ways, existing guidelines for stated preference research reflect a similar goal: 

to develop survey questions and scenarios that provide epistemically favorable conditions for 

welfare elicitation (Johnston, Boyle, et al., 2017). For example, the heavy emphasis on good 
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survey design and pretesting (including focus groups, cognitive interviews, and supporting 

techniques such as verbal protocols) encourages the development of survey instruments in 

which responses that support valid and reliable welfare estimation can be elicited (Bishop & 

Boyle, 2019; Carson, 2012; Johnston, Boyle, et al., 2017; Johnston, Weaver, Smith, & 

Swallow, 1995; Kaplowitz, Hadlock, & Levine, 2004; Schkade & Payne, 1994). Similar 

motivations apply to the use of incentive-compatible questions within welfare elicitation 

(Carson & Groves, 2007; Vossler et al., 2012; Vossler & Zawojska, 2020) and guidance to 

limit the complexity of evaluated policy scenarios (DeShazo & Fermo, 2002; Swait & 

Adamowicz, 2001), among other recommended practices in stated preference survey design 

(Johnston et al. 2017). As another illustrative example, past work has sought to identify effects 

of respondent experience on response behavior, grounded in the assumption that more 

experienced and knowledgeable respondents (or those whose lack of experience is offset by 

survey design approaches such as virtual reality) are more likely to provide welfare-revealing 

survey responses (Cameron & Englin, 1997; Carlsson, 2010; LaRiviere et al., 2014).  

Indeed, one might argue that much of the contemporary stated preference literature is 

predicated on the viability of designing epistemically favorable conditions for welfare 

elicitation. However, thus far approaches such as these have not been developed within (or 

informed by) the formal frameworks proposed by behavioral welfare economists for recovery 

of true preferences. Instead, they have developed “organically” in the stated preference 

literature, largely (although not always) independent of insights from behavioral welfare 

economics. There may be opportunities for validity improvements to stated preference studies 

via more formal and comprehensive integration of insights from these two areas. Are there 

generalizable insights to be gained from behavioral economics on how epistemically favorable 

conditions for welfare analysis can be better identified or encouraged in stated preference 

surveys? Is there additional behavioral science rigor that can be applied to the “art” of stated 

preference survey design? 

Beyond the benefits of more comprehensive integration and hybridization of these two 

areas of work, there may be other, narrower and more concrete approaches that might be 

borrowed by stated preference researchers. As an illustrative example, one might extent stated 

preference research using insights from the modern preference expression literature, which 

evaluates the deliberative decision-making processes to identify normative preferences such as 

“deliberative mini-publics” (Courant, 2022; Farrell et al., 2019) or citizen juries where people 

are informed in depth about all details of the decision problem and only afterwards make their 

decisions. Approaches of this type have been used previously in the stated preference literature 
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(e.g., Álvarez-Farizo & Hanley, 2006), but not in ways that capitalize on insights from 

behavioral economics. It might also be possible to use self-reports, for example about whether 

decisions are regretted, whether a respondent attended to all of the presented information which 

was relevant to them, or whether respondents rejected or adjusted valuation scenario 

information, to identify whether stated preference data can be interpreted as normative and 

preference revealing (Cameron et al. 2011; Alemu et al. 2013; Lew and Whitehead 2020; 

Beshears et al., 2008). Ancillary or follow-up questions in stated preference surveys are often 

used for such purposes (Krupnick & Adamowicz, 2007). 

3.3.3. Bernheim-Rangel framework and stated preferences  

Stated preference researchers might also follow a modified two-step procedure in line with the 

formal Bernheim-Rangel framework. To identify the welfare relevant domain in the first step, 

stated preference researchers might identify context-dependent preferences by focusing on the 

characteristics and effects of the choice architecture described in subsection 1.4. of the 

Supplementary Material. Analysts then could identify mistakes within each of the context-

dependent preferences and design surveys to avoid these mistakes (or ignore mistaken 

decisions for the welfare analysis). This, of course, requires an ability to identify and 

disentangle response and preference variations due to mistakes from those due to changes in 

the choice frame.  

With this in mind, it should not be the aim of stated preference surveys to avoid frame-

related inconsistencies across choices, as these inconsistencies can be due to constructed 

preferences. Surveys should only be designed to avoid/identify mistaken choices. To achieve 

this, the studies should be transparent, in that options and consequences are stated directly, and 

complex or opaque inferences should be avoided. The studies should also be designed so that 

people understand the underlying principles of the decision frame (for example, the provision 

rule that determines the relationship between their responses and the provision of the 

hypothetical good). At least in concept, approaches such as these are broadly consistent with 

(though not identical to) best practices in the stated preference literature. For example, best 

practices call for clear descriptions of the goods or services to be valued, along with the 

provision rule and related features of the choice architecture. They also recommend sensitivity 

analysis to evaluate the possible effects of potentially influential factors on welfare estimates 

(Johnston et al. 2017), as well as guidance to use a “weight of evidence” from many studies to 

evaluate validity and reliability (Bishop & Boyle, 2019). 
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Moreover, tools such as eye tracking can be used to identify whether people make use 

of all relevant information (e.g., Balcombe et al., 2017; Fraser et al., 2021; Uggeldahl et al., 

2016; Van Loo et al., 2018), and at times it can be possible to test whether people make correct 

inferences or interpret questions correctly, e.g., in manipulation checks.11 Process tracking can 

be used to assess attention, memory, forecasting, and other psychological processes. 

Approaches such as these can be used to identify welfare relevant stated preferences. Although 

some approaches of this type have been applied in the stated preference literature (e.g., 

attention and attentiveness checks; Sandorf, 2019), these applications are scattered across the 

literature and lack a cohesive foundation.  

Once the welfare relevant choices have been identified, welfare consequences can be 

calculated across different possible choice frames. If there are inconsistent choices (due to the 

context-dependent character of the preferences), lower and upper bounds of WTP or WTA 

measures can be calculated. It can be explicitly stated that no welfare judgements can be made 

within these bounds using the tools available. Of course, there are multiple challenges and 

questions to be addressed when applying methods of this type to stated preferences used to 

inform decisions. For example, in the presence of context-dependent preferences, how many 

and which decision frames or contexts should be considered when establishing upper and lower 

welfare bounds? Moreover, are there bounds on what might be considered a valid frame or 

context for such an analysis?12 Hence, while approaches such as the Bernheim-Rangel 

framework might offer a potential, rigorous foundation for addressing behavioral anomalies in 

stated preference analysis, developing the associated theory and methods would not be a trivial 

endeavor. 

4. Conclusions 

Stated preference methods have been criticized for their susceptibility to behavioral anomalies. 

This paper has shown that many of these can be explained and organized using behavioral 

economic theories and that there is ample evidence for similar behavioral patterns in settings 

beyond stated preferences. This observation suggests that stated preference “anomalies” are 

 
11 As an illustration, one might test whether subjects correctly understood information provided in the stated 
preference survey and whether the degree of misunderstanding influenced preference estimates (e.g., Needham et 
al. 2018).  
12 For example, one can imagine situations where unscrupulous researchers with a vested interest in producing 
either low or high welfare estimates might seek to develop survey instruments purposefully designed to elicit 
either zero or exceptionally high welfare estimates, by intentionally encouraging protest responses of various 
types. Should extreme values of this type be incorporated within upper or lower bounds for welfare analysis? If 
not, how should one determine a valid versus invalid frame for the analysis? 
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not, in fact, anomalous. Indeed, they are to be expected once stated preference studies are 

interpreted from the perspective of behavioral economics. 

Having identified that stated preference anomalies are also present in the real world 

suggests that the distinction between stated and revealed preferences is not the most important 

distinction when evaluating whether elicited preferences should be used for welfare analysis. 

Situational factors can influence judgments and decisions in stated preference studies and the 

real world. As such, it is not always valid to claim that preferences revealed by real-world 

choices are more indicative of normative preferences than stated preferences elicited in 

incentive-compatible conditions. The influence of normatively-irrelevant situational factors 

may well be larger in the real world than in more controlled stated preference studies. In the 

real world, for example, market forces reward deception and the manipulation of preferences 

(Akerlof & Shiller, 2015), and revealed preferences are rarely elicited without influence of 

normatively irrelevant context factors. Rather than relying on revealed preferences (where 

possible) in lieu of stated preferences, we suggest that it is essential to come up with better 

criteria to decide which preference data should be used in welfare calculations, and under what 

circumstances.  

Behavioral welfare economics suggests several ways to deal with behaviors that are not 

consistent with the standard neoclassical model of rational choice. The prospective feasibility 

of such approaches is supported by the general consistency of these behavioral welfare 

economic approaches with many current practices in the stated preference literature. We 

encourage future research to identify which of these approaches is the most applicable to stated 

preference research and to develop solid methodological foundations for applying these 

approaches in practice.  
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Supplementary Material 

 

1. The three pillars of behavioral economics 

Research in behavioral economics aims to improve the psychological realism of the traditional 

economic model. To do so, behavioral economic findings are frequently organized according 

to three systematic deviations from the standard economic model: non-standard preferences, 

non-standard beliefs, and non-standard decision-making (DellaVigna, 2009; Rabin, 1998). In 

the last decade, interactions between scholars at the interface of economics, psychology, and 

cognate disciplines have broadened the analysis and started to investigate how these three 

deviations interact with characteristics of the choice environment (also called the choice 

architecture) to influence behavior and welfare. Sometimes called “supposedly irrelevant 

factors”, these characteristics (e.g., defaults, reminders, and labels) have been shown to have 

strong and systematic effects on behavior, although traditional economic models deem them 

irrelevant (Thaler, 2015). 

Below, we present a necessarily incomplete list of key insights from the behavioral 

economics literature on the three types of deviations from the standard economic model and 

the influence of the choice architecture on these deviations. We focus on insights that are 

particularly salient for our organization of stated preference anomalies and the subsequent 

discussion how approaches from behavioral welfare economics might be applied to stated 

preference welfare analysis. More detailed summaries of the underlying behavioral science and 

applications to other areas of research are presented elsewhere (Benjamin, 2019a; Carlsson, 

Gravert, Johansson-Stenman, & Kurz, 2021; DellaVigna, 2009; Dhami, 2016; Kremer, Rao, & 

Schilbach, 2019). 

1.1. Non-standard preferences 

Research into non-standard preferences typically focuses on three domains: social preferences, 

risk preferences, and time preferences. Social preferences reflect the observation that people 

do not always act completely selfishly. Instead, they are concerned with social welfare and 

fairness (Camerer & Thaler, 1995), give to charity (DellaVigna, List, & Malmendier, 2012), 

and give tips although they do not plan to visit the venue again (Azar, 2004). Moreover, people 

compare themselves with others (Frank, 1985), reciprocate by rewarding others who are 

generous and punishing others who behave poorly (Fehr & Gächter, 2000), and act in line with 
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the social norms of social groups with whom people identify (Akerlof & Kranton, 2000). 

Altruism is also associated with pro-environmental behavior in everyday life (Lades, Laffan, 

& Weber, 2021).1 

Within the domain of decision-making under risk, much of the literature focuses on 

reference-dependent preferences. Rather than evaluating outcomes in absolute terms, people 

evaluate outcomes as gains or losses relative to a reference point, for example, as described in 

prospect theory (Kahneman & Tversky, 1979). Compared to these reference points, people are 

often more sensitive to losses than to gains. Moreover, the subjective probabilities of gains and 

losses are not the same as the objective probabilities, as people overweight very small risks and 

underweight very high risks. Loss aversion can explain a commonly observed tendency to stick 

to the status quo, thus making it less likely, for example, to switch from grey energy to green 

energy (see also the endowment effect, Kahneman, Knetsch, & Thaler, 1991).  

Regarding time preferences, behavioral economists have shown that many people do 

not discount the future exponentially as suggested in standard economics (Samuelson, 1937), 

but rather overweight the present as in models of present bias (Laibson, 1997) or have declining 

discount rates as in hyperbolic discounting (Ainslie, 1975). These models of time-inconsistent 

decision-making also reflect the possibility that some people might have self-control problems 

and deviate from prior plans. For example, people might plan to retrofit their homes to save 

energy but due to present bias endlessly procrastinate on making necessary arrangements 

(Lades, Clinch, & Kelly, 2021). 

1.2. Non-standard beliefs 

Non-standard beliefs are most relevant when people make decisions under risk or uncertainty. 

For example, when making such decisions people need to form beliefs about the likelihood of 

different outcomes. Standard theory assumes that fully rational decision-makers consider all 

available information and use Bayes’ rule to update beliefs as new information becomes 

available. Behavioral economists, however, have identified situations wherein people form 

systematically incorrect beliefs about these likelihoods. Three broad domains capture much of 

the literature on non-standard beliefs: incorrect predictions about oneself in the future, the 

representativeness heuristic, and the tendency to obtain utility directly from beliefs.  

 
1 Some of these observed behaviors can be accommodated via adaptations of utility functions within traditional 
economic theory, such as the incorporation of different motives for altruism within neoclassical utility functions 
(McConnell, 1997).  
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People sometimes form systematically biased beliefs when predicting their own future 

preferences or mental states. For example, projection bias describes the tendency to project 

one’s current state (e.g., hunger or fatigue) into the future (Loewenstein, O’Donoghue, & 

Rabin, 2003; Read & Van Leeuwen, 1998). Mispredictions of what outcomes will provide 

utility and well-being in the future are also common (Gilbert & Wilson, 2000). Moreover, some 

people lack the self-awareness to correctly predict their own future present bias and self-control 

problems (O’Donoghue & Rabin, 1999). This naiveté can prevent people from taking actions 

to avoid future self-control problems. Relatedly, many people are overconfident and 

systematically overestimate their actual abilities, performance, level of control, information, or 

chance of success.  

The representativeness heuristic describes peoples’ tendency to respond to questions 

about how likely outcomes are by answering the much simpler question about how 

representative these outcomes are (Kahneman & Tversky, 1972). Representativeness describes 

what we think the most typical example of a particular event or object is. The representativeness 

heuristic can be used to explain, for example, why some people believe that small random 

samples are as representative as large samples, why people think that when a coin flip comes 

up heads the next flip is more likely to come up tails, the hot hand fallacy, base-rate neglect, 

and the conjunction fallacy (Benjamin, 2019b).  

Belief-based utility is the utility people derive from holding beliefs (Molnar & 

Loewenstein, 2021). This deviates from the standard economic views that beliefs are only an 

input to decision-making and suggests that people may also derive direct utility from, for 

example, others’ beliefs about ourselves (whether others think that we are nice or intelligent), 

our beliefs about ourselves (e.g., self-images of being moral), and our beliefs about the world 

(whether we consider something to be fair or anticipation of future outcomes). Consequences 

of such beliefs include strategically ignoring certain types of information, interpreting 

information in a biased way (e.g., confirmation bias), and ideological conformity. 

1.3. Non-standard decision-making 

Non-standard decision-making describes systematic biases that influence our behavior even in 

situations of certainty. We differentiate between four main areas of non-standard decision-

making: limited attention, limited cognitive effort, social influences, and emotions. 

Simon (1955) highlighted that people have limited cognitive abilities and limited 

attention and that they often satisfice rather than maximize. Bounded rationality recognizes 
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that people have limited cognitive resources and that—given the complexity of the world—it 

is not possible to consider all available information and be fully attentive in all decisions. Due 

to limited attention and memory, people focus on and process only a subset of all the potentially 

available information (Chetty, Looney, & Kroft, 2009; Gabaix, 2019; Lacetera, Pope, & 

Sydnor, 2012).  

Especially when choices are complex, as it is the case for many choices with 

environmental relevance, people have a preference to avoid spending cognitive effort. This can 

lead to inertia and the status quo bias (Kahneman et al., 1991; Madrian & Shea, 2001). When 

people feel that they are lacking a resource such as money or time, they may become occupied 

with thoughts related to having too little and these thoughts occupy cognitive resources and 

thus influence choices and behaviors. This preoccupation with scarcity can impede cognitive 

functions (Mullainathan & Shafir, 2013). Decisions can also be influenced by social pressure 

and social influence, i.e., pressure from their reference group (Akerlof, 1991).  

Finally, emotions can influence behavior, but are rarely considered in the standard 

economic model of decision-making. For example, emotions can influence how much people 

tip in restaurants, hunger influences consumption decisions, and arousal influences the 

probability of engaging in morally questionable behavior (Ariely & Loewenstein, 2006; 

Loewenstein, 1996, 2000). Anticipatory emotions such as anticipated regret can also influence 

behavior (Zeelenberg, 1999).  

1.4. Characteristics of the choice architecture 

Characteristics of the choice architecture can influence behavior in any setting but can be 

particularly influential when people deviate from the standard economic model in one or more 

ways described above (Thaler & Sunstein, 2008). Many public and private institutions have 

begun to apply behavioral scientific insights and have integrated a broad set of behavioral and 

psychological influences into their policy design (OECD, 2017). Applied behavioral work has 

identified many contextual factors in field experiments and demonstrated that people can be 

“nudged” to change behavior. This literature suggests, for example, a prominent role for default 

effects on human behavior (Jachimowicz, Duncan, Weber, & Johnson, 2019), and noticeable, 

if more modest, effects of simplification, personalization, implementation intention prompts, 

reminders, and social norm comparisons (Carlsson et al., 2021; DellaVigna & Linos, 2020). 

Below, we focus on four groups of context factors: defaults, simplification and salience, 

psychologically informed messaging, and sludge. 
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Defaults are pre-selected options. Especially when people do not have a strong 

preference for one option over the other, defaults can increase the likelihood of the pre-selected 

option being chosen. Changing defaults is arguably the strongest intervention behavioral 

scientists have implemented (Jachimowicz et al., 2019). Defaults can have strong effects in 

domains such as organ donation, pension participation, energy provider choice, and printing, 

among others (Beshears, Choi, Laibson, & Madrian, 2009; Egebark & Ekström, 2016; Johnson 

& Goldstein, 2012; Kaiser, Bernauer, Sunstein, & Reisch, 2020; Pichert & Katsikopoulos, 

2008). Kaiser et al. (2020) identify seven different reasons for the effectiveness of defaults, 

including status quo bias and inertia, satisficing behavior, and the endowment effect.  

Simplification describes the process of communicating similar information in simpler 

terms and one can increase salience by orienting people’s attention to particular dimensions of 

decision. These actions can influence behavior because humans have limited attention and may 

not invest the time and effort required to consider all information within complex decisions. 

For example, Sunstein used “plate, not pyramid” as a mantra when working in the US Obama 

administration, referring to the change from a complex food pyramid to a simple plate to 

communicate healthy eating options to the public (Sunstein, 2013). Energy performance 

certificates and building energy ratings have been simplified worldwide to make it easier for 

buyers and homeowners to understand and compare energy-efficiency investments. Eco-

labeling and fuel energy labels are ways to orient consumers’ attention to the environmental 

relevance of purchases while saving money at the same time (Allcott & Sunstein, 2015). The 

order in which dinner options are presented on a restaurant menu can also influence food 

choices (Gravert & Kurz, 2021).  

Applied behavioral scientists have identified a range of psychologically informed 

messages that influence environmental behavior. These messages are provided in letters, 

emails, phone messages, websites, etc. For example, informing people about what others do 

(i.e., social norm comparisons) in home energy reports and messages about towel reuse in hotel 

rooms can change behavior (Allcott, 2011; Goldstein, Cialdini, & Griskevicius, 2008). Other 

messages that can affect environmentally relevant behavior to varying degrees include moral 

appeals (Egebark & Ekström, 2016; Ito, Ida, & Tanaka, 2018), warnings and reminders (e.g., 

messages to reduce heating), and prompts (Ghesla, Grieder, Schmitz, & Stadelmann, 2020; 

Gollwitzer, 1999; Harding & Hsiaw, 2014).  

Finally, behavioral scientists use the term sludge to describe excessive or unjustified 

frictions that make it harder for people to do what they wish, similar to transaction costs in 

standard economic models (Sunstein, 2020b; Thaler, 2018). Sludging is the “dark cousin” of 
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nudging, or nudging for evil (Thaler, 2018). Sludge makes it more difficult for people to 

navigate through their everyday lives (Sunstein, 2019). Sludge is present when, for example, 

paperwork is unnecessarily complicated, when forms need to be filled although the relevant 

information is already provided, when a website’s design makes it difficult to identify the final 

price of a product, when the fine print it long and confusing, when defaults are set unfavorably, 

when messages induce psychological costs (Shahab & Lades, 2021; Soman, 2020; Sunstein, 

2020). 
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